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Abstract

Scatter radio communication is implemented with very simple, low-power and

low-cost front-ends that only consist of a single radio frequency (RF) switch.

This work develops a bistatic scatter radio wireless sensor network (WSN)

with analog energy-assisted tags that monitor relative humidity percentage

(%RH) and consume less than 1 mWatt power. Particularly, the tags em-

ploy a capacitance-to-frequency converter, that is implemented with a 555

timer and modulates the capacitance of the HCH-1000 %RH sensor. The

frequency-modulated pulses are routed to the tag’s RF front-end which is

designed to increase communication range. In order to convert the out-

put frequency of the tags to %RH, a transfer function is estimated using

careful polynomial surface fitting calibration and including the ambient tem-

perature. Frequency division multiple access (FDMA) networking is im-

plemented with the utilization of different passive components on each tag.

Moreover the receiver that is implemented on a software defined radio (SDR)

platform exploits carefully designed software filters based on histogram and

Savitsky-Golay smoothing techniques. The achieved communication range is

over 130 meters at an end-to-end root mean squared error (RMSE) of less

than 5 %RH. For the network evaluation, a testbed is calibrated and deployed

in a tomato greenhouse demonstrating a novel analog bistatic scatter radio

WSN. Finally, an over the air programmable (OTAP) testbed was developed,

employing nodes that utilize both an active radio front-end and scatter radio

front-end in order to facilitate remote monitoring and debugging.

Thesis Supervisor: Associate Professor Aggelos Bletsas
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Chapter 1

Introduction

1.1 Motivation

Modern telecommunications have revolutionized the way people interact with

and monitor the environment. This revolution is exemplified through the

emerging technology of wireless sensor networks (WSNs). Classic WSNs con-

sist of a large number of nodes with capability of forming a network in order

to transfer monitored data to a base station. The nodes typically employ a

Marconi-type radio that is controlled via a microcontroller unit (MCU). The

latter collects data from the environment through and/or interacts with it.

This technology has attracted tremendous academic and industrial attention

and has been utilized in applications including environmental sensing, wear-

able biometric monitoring and structural monitoring [1–3]. Moreover, a lot

of research has been conducted regarding the exploitation of WSNs in ultra

large scale deployments such as the work in [4–7].

However, actual deployments of real-world, large-scale WSNs are rare.

Such is the work in [8] where a network of 1196 nodes monitoring CO2 levels

is demonstrated. However, as authors mention, the batteries had to be re-

placed more than once per year (same authors describe the scale-vs-lifetime

tradeoff [9]) and the overall cost of the setup is high, since each node costs

approximately 36 e [9]. In addition to monetary and lifetime constraints

WSN scalability is also constrained by software complexity, as the authors

of [10] have indicated. In order to address such constraints, scatter radio has

recently started to be exploited for wireless sensing and particularly for the

development of WSNs.
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1.2 Scatter Radio Communication

Scatter radio communication is a concept that emerged in 1948 [11] and

is largely exploited today in the well-known radio frequency identification

(RFID) tags. RFID tags are ultra low-cost devices that are mainly utilized

in object identification (e.g., in supply chains).

Scatter radio communication is implemented with a single switch that

alternatively terminates the tag/sensor antenna between two (or more [12])

loads (Fig. 1.1). The antenna S11 parameter (i.e., reflection coefficient Γ),

associated with each antenna terminating load, is modified when the antenna

load is changed. Therefore, the amplitude and phase of the carrier signal

induced at the sensor/tag1 antenna is modulated and reflected back to the

receiver. As a result, when a continuous wave (CW) with frequency Fc is

incident on an antenna that its loads are terminated with a rate Fsw, two

subcarriers emerge in the frequency spectrum, with frequencies Fc±Fsw [13]

(as in Fig 1.1).

The RF front-end of the devices that utilize scatter radio communication

can be implemented with very small amount of components (single switch

and antenna). Therefore, complexity and cost constraints that are inherent

in active-radio WSNs are avoided. As a result, the exploitation of scatter

radio-enabled tags in WSNs facilitates the development of large-scale setups.

Recent examples that demonstrated the capability of scatter radio for the

development of low-cost sensors includes [14,15].

The classic scatter radio setup is composed of battery-less devices (e.g.,

RFID tags) that are set up in monostatic topology (i.e., reader in the same

box as the carrier emitter) and communicate via high bitrate schemes. Par-

ticularly, since the tags do not employ a power source, the electronics that

implement sensing and modulation have to be powered up by absorbing the

power of the carrier that is incident on the antenna. As a result, the tags re-

quire a strong carrier which is available only within a small distance from the

carrier emitter [16]. Moreover, the monostatic topology introduces roundtrip

1In line with standard RFID terminology, the terms “tag” and “sensor” will be used
interchangeably.
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Figure 1.1: Scatter radio communication principles: RF switch alternates
the loads of the tag antenna with frequency Fsw. When a carrier is imminent
with frequency Fc, two subcarriers appear, with frequencies Fc ± Fsw.

path losses that further reduce the communication range. Finally, bitrates

that are utilized by commercial RFID systems are on the order of hundreds

of kbps. This results in reduced energy per bit, due to the small bit duration,

and in decreased signal to noise ratio (SNR). These characteristics reduce the

communication range of such communication systems significantly, down to

a few meters.

However, the development of a WSN with scatter radio principles requires

sensor/tags that can communicate with the reader at distances on the order

of at least 100 meters. Recent literature has shown great effort towards im-

proving the communication range by modifying different parts of the system.

As an example, works in [17,18] focus on the RF parameters of the tag that

affect the communication performance, such as the load selection and the an-

tenna matching. Moreover, work in [19] exploited the utilization of multiple

antennas for the improvement of link performances in scatter radio system

operating at 5.8 GHz and demonstrated significant range increase. Despite

the fact that significant research has been conducted, communication ranges

are still on the order of a few meters and the utilization of such setups in

long-range WSNs is practically useless.
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Carrier Emitter Tag Reader

det dtr

Figure 1.2: Bistatic scatter radio topology; carrier emitter placed in a dif-
ferent location from the reader. det and dtr denote the emitter-to-tag and
tag-to-reader distance, respectively.

1.3 Scatter Radio Networking and %RH

Sensing

In order to address the small communication range problem, systems emerged,

that utilize bistatic topology (where the carrier emitter is placed in a different

location from the reader), low bitrate and semi-passive (i.e., battery-assisted)

tags. Particularly, with the utilization of the bistatic topology, illustrated in

Fig. 1.2, the roundtrip path losses can be reduced, and more than one low-

cost emitters can illuminate the tags, since the probability of a short distance

between emitter and tag is relatively high [20–22].

Additionally, employing low bitrate can increase the sensitivity of the

receiver (reader) [13] and this is not an issue with environmental monitoring

WSNs, since environmental variables such as relative humidity (%RH) and

temperature change with a slow rate. Finally, in order to fully exploit the

CW energy for communication purposes, instead of using an amount of it to

power up the tag’s electronics, tags can be equipped with batteries or other

power sources (e.g., solar panels) [13].

All the aformentioned techniques were utilized in [22] where the authors

demonstrated a bit-error-rate (BER) on the order of 2%, for a tag-to-reader

(dtr) and emitter-to-tag (det) distances of over 134 m and 4 m respectively.

Particularly, the authors of [22] developed a digital tag that communicated

using digital frequency-shift keying (FSK) modulation, low-cost carrier emit-
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Figure 1.3: Proposed WSN architecture. Multiple, low-cost carrier emitters
are placed in the field. Around them many ultra low-power tags are deployed.

ters that emitted a CW at 13 dBm power and utilized a commodity software-

defined receiver for the detection of the scattered signals. Finally, works

in [14,15] demonstrated the potential of scatter radio for wireless sensor net-

working.

With the utilization of the bistatic topology and semi-passive tags that

communicate with low bitrate, it is possible to implement large-scale net-

works, comprising of low-cost sensor/tags. The concept is illustrated in

Fig. 1.3: multiple carrier emitters placed around a central emitter and around

them, multiple low-power and low-cost tags are spread. Carrier emitters can

be fairly simple devices that comprise of an oscillator and a power amplifier

while the reader can be implemented in a commodity software defined radio

device.

One of the important environmental variables that needs careful monitor-

ing in precision agriculture, is relative humidity (%RH). Relative humidity is

one of the major factors that promotes the growth of various bacteria such
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as Botrytis [23] and also, high levels of %RH can decrease the mineral in-

take of plants, leading in a decreased growth and production [24]. There is

extensive prior art regarding low-power %RH sensors like for example the

works in [25, 26]. The latter however, do not utilize a wireless interface for

transfering %RH data. Some examples of passive wireless sensors have also

been demonstrated in the past, including works in [27, 28], where inductive

coupling techniques are used for the wireless transmission. However, such

techniques are inherently limited to short communication ranges of less than

a meter. Apart from that, active-transmitter WSNs have been extensively

used for environmental monitoring and examples are the works in [29–31].

However, these systems are subject to the constraints that were analyzed

previously.

This work describes the development of a scatter radio WSN which uti-

lizes battery-assisted tags set up in bistatic topology. The tags scatter %RH

values using analog, frequency modulation (FM) at ranges on the order of

130 meters. This manuscript describes the proposed WSN system, includ-

ing testbeds and real-world applications that were developed, deployed and

evaluated.
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Chapter 2

Scatter Radio Tags

2.1 Analog Frequency Modulators

LPF
G

D

S

2

2

1
Carrier Backscatter

Vref

PV

BAT

Fsw

R1

R2

CRHCp

TRG/THR

DISOUT

VCC

555

Timer

Vcc

Figure 2.1: Sensor circuit diagram with scatter radio: capacitance varies the
timer output frequency, producing a variable-frequency pulse that switches
a single transistor; the latter is directly connected to the antenna [32,33].

The tags that were developed for the proposed WSN are low-power, low-

complexity and low-cost, analog devices. The purpose of the sensor/tags is to

produce voltage pulses of frequency that depends on the %RH value and use

these pulses to control the rate with which the antenna termination loads are

alternated. For this purpose, circuit diagram of Fig. 2.1 was designed, that

mainly consists of capacitance-to-frequency converter, an RF switch and an
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antenna [32,33].

A 555 timer (Intersil 7555) that is set up in astable multivibrator mode

plays the role of the capacitance-to-frequency converter. There are four pins

that play a critical part in the timer’s operation in this mode: “trigger”

(TRG), “threshold” (THR), “discharge” (DIS) and “out” (OUT). Voltage of

Pin OUT is controlled by pins TRG and THR, which are short-circuited in

astable multivibrator configuration. When voltage at THR is below Vcc/3,

OUT is set to “high” (i.e Vcc) and DIS is set to high impedance. This state

persists until voltage in TRG becomes higher than 2Vcc/3. Then, OUT is

set to “low” (i.e ∼ 0 Volts) and DIS is set to open collector mode (i.e drain-

ing current). The timer is connected to a resistor-capacitor (RC) network

that contains the Honeywell HCH1000 capacitive %RH sensor (i.e. CRH in

Fig. 2.1). Finally, the fabricated tag is depicted in Fig. 2.2 and as one can

observe it is fairly small in size, with dimensions 40x28 mm.

RF Front End

Sensing and Power

Figure 2.2: The developed prototype sensor tag. The sensing/power part are
distinguishable from the RF front-end part.

The RH sensing capacitor is periodically charged and discharged through

resistors R1 and R2 (Fig. 2.1). Thus the frequency F and duty cycle D of the
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square wave produced at the output of the astable multivibrator are given

by:

F =
1

(R1 + 2R2)C ln(2)
, (2.1)

D =
R1 +R2

R1 + 2R2

. (2.2)

It is noted that D is always over 50 % since R1 > 0. The voltage pulses that

are produced by the timer are driven to the RF switch and, as described

in Section 1.2, subcarrier (i.e., switching) frequencies are produced when a

CW is incident on the antenna. Frequency modulation (FM) of the %RH

is implemented, since the value of the subcarrier frequency depends on the

value of %RH. In order to adjust the total capacitance range of the sensor

tag, capacitor Cp is connected in parallel with the sensing capacitor. Thus,

the total capacitance C is given by:

C = Cp + CRH. (2.3)

2.2 RF Front-End

2.2.1 Overview

The RF front-end is responsible for the scattering of the CW and therefore

its operation is crucial for the communication efficiency of the semi-passive

tags. It is important to note that the RF front-end specifications between

semi-passive and passive tags are different. Particularly, the passive tags

are developed in order to absorb part of the energy from the CW in order

to power their electronics. However, this specification does not apply on

the semi-passive tags due to the fact that they are powered by an external

power source (e.g., battery) and the main purpose of their RF-front end is

to maximize scatter radio performance.

For the switching between two different loads in the case of the semi-



2.2. RF Front-End 18

Γ1

Γ2

D
R
F

Figure 2.3: Γis on the Smith chart.

passive tags, a single transistor is usually selected in order to minimize the

cost. The transistor operates between two states; open circuit and short

circuit. For each transistor state i, the antenna terminals have a value Zi

and the antenna-tag system has a corresponding reflection coefficient Γi. The

latter describes relation of the amplitude of the reflected wave relative to that

of the incident wave and it can be depicted on the Smith chart (as in Fig.

2.3). The reflection coefficient Γi of the tag-antenna system for the i-th state

of the transistor is given by:

Γi =
Zi − Z∗a
Zi + Za

, (2.4)

where Za is the tag’s antenna impedance. Hence, the amplitude of the com-

plex reflection coefficient difference between the two states, or equivalently

between two loads, Z1, Z2, connected to the antenna is,

DRF = |Γ1 − Γ2| . (2.5)
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Scatter efficiency is largely dependent on the term DRF which, in the ideal

case, when Γis are diametrically opposite on the Smith chart, equals to 2.

As DRF increases, scatter performance is improved [18] and therefore it is

desired to develop an RF front-end that amounts for a value of DRF that is

as close to 2 as possible. However, due to losses and phase that is introduced

by the non-idealities of the transistor and the PCB layout, DRF = 2 is not

easily achieved.

2.2.2 RF front-end analysis/experimentation

For this reason, a methodology was proposed [34] for developing an RF front-

end with as large value of DRF as possible. Particularly, the methodology

employs the RF front-end microwave design and analysis, so that the an-

tenna and the tag’s control circuit are mutually decoupled. Moreover the

methodology offers the maximization of the term DRF with Za as a variable

and Zis fixed as well as the estimation of the antenna Za with which the tag

antenna should be designed.

Initially, a bow-tie antenna was fabricated with a Za = 40.2416− 4.6807i

at a frequency of 868 MHz. In order to examine the influence of the an-

tenna impedance on DRF and subsequently, the influence on scatter effi-

ciency, the antenna was connected with an SMA connector to 3 identical

type of lossy coaxial cables with different lengths. The result is 3 different

Za cases with exactly the same antenna gain and structural mode [18]. The

antenna impedances after measurement were,

Za = [109.1 + 6.2i 42.80 + 21.8i 27.50 + 16.9i]. (2.6)

Assuming that the transistor works as a perfect RF switch with Z1 =∞
and Z2 = 0 for the open- and short-circuited case respectively, the DRF values

for each Za case were:

Dideal = [1.9968 1.7821 1.7040]. (2.7)

However, it is obvious that the transistor is not a perfect RF switch, and as a
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result, the actual Z1 and Z2 were measured to be 10− 91.5i and 27.8 + 45i Ohm,

respectively at a frequency of 868 MHz. Therefore, the real value of the DRFs

above are actually:

D = [1.4027 1.2688 1.0650]. (2.8)

Based on the above data, it is shown that Zis should not be taken into

account as ideal and that the term DRF is strongly influenced by parameter

Za. Moreover, it is noted that there is an antenna with optimal load Za

that maximizes term DRF which, in this case it produces DRF = 1.57 which

is however far away from the optimal DRF = 2. Therefore, the deviations

between the ideal and the real case should be taken into consideration in

the design process of the tag RF front-end and, also a better RF front-end

microwave design is required in order to optimize DRF.

For the validation/characterization of the RF front-end on the end-to-end

scatter radio efficiency, a complete system with a tag, a carrier emitter and

a receiver was utilized. For each case, the received amplitude (in dBm) of

the received subcarrier frequencies was measured and the results were the

following:

A(dBm) = [−46.1547 − 51.9010 − 53.5390]. (2.9)

It is obvious that the best and worst case have a significant difference of 7.35

dB.

2.2.3 Enhanced RF front-end

For the purposes of developing an enhanced RF front-end, electromagnetic

analysis was conducted, in order to select Zis such that Γis are diametrically

opposite on the Smith chart. A coplanar waveguide structure was fabricated,

with the transistor placed as close as possible to the antenna in order to

avoid phase introduction. Moreover the RF front-end and the control circuit

were mutually decoupled with the utilization of RF chokes that have a high

impedance at UHF, thus acting as low pass filters.

The tag with the enhanced RF front-end is depicted in Fig. 2.4. Exper-
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Figure 2.4: Tag with enhanced RF front-end.

imentation with the specific front-end indicated that Z1 = 1.3 − 221.2i and

Z2 = 18.1 + 14.4i, for −20 dBm power input at 868 MHz. Subsequently, an

antenna load Za was found that maximizes DRF, based on the measured Z1

and Z2. According to calculations, the antenna load that maximized DRF was

Za = 56.6172 + 196.082i and for that antenna load, DRF = 1.916 (Fig. 2.5)

which is a highly improved result compared to the previous 1.57. It is obvi-

ous that scatter radio performance is improved in terms of DRF which will

in turn lead to improved communication performance. Antenna fabrication

with the specific load and real-world experimentation is left for future work.

2.3 Multiple Access

The WSN that was developed employs a multiple access control (MAC)

scheme that is responsible for the simultaneous communication of multiple

tags with the receiver. As described above, the output frequency of the 555

timer, and as a result, the subcarrier frequency, depends on the %RH value.

The frequency division multiple access (FDMA) is adopted which works in

a way that every tag is assigned a distinct frequency band for operation, in

order to avoid collision [13], [35]. Fig. 2.6 illustrates the concept, where one

can observe that each tag is allocated a specific frequency band and, also,
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Observe that there exists an antenna with Za = 56.6+196.08i Ohm that sets
DRF = 1.916.

that guard-bands are employed between adjacent sensor-bands.

With the utilization of such MAC, the full scale of the proposed network

as described in Section 1.3 can be implemented. Particularly, each tag inside

a coverage cell that is formed around carrier emitters implements the afore-

mentioned FDMA scheme. Moreover, in order to avoid collisions, the CW

emitters are controlled by the reader. Particularly, the latter turns on the

emitters in distinct time slots, thus implementing a time division multiple

access (TDMA) scheme. Fig. 2.7 depicts the simultaneous operation of 3

tags that employ the FDMA scheme. It is obvious that collision is avoided,

while the detection of the frequency shift in subcarrier frequency for a shift

in humidity from 20 % to 40 % prominent.

The subcarrier frequency value is controlled by the values of resistors and

capacitors in the RC network that is attached to the 555 timer. Therefore, the

center frequency as well as the total spectrum that each tag occupies can be

controlled by selecting components with appropriate values. Specifically, size

of the spectrum band that the i-th tag occupies depends on the lowest and
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Figure 2.6: Scheme for networking multiple tags. Each tag operates in dif-
ferent frequency bands, while guard bands are set up in between to avoid
collision.

highest frequency that is produced by the timer. Let FiL and FiH denote the

subcarrier frequency output of th i-th tag for lowest and highest frequency,

respectively. Then, by using (2.1), the total bandwidth Bi for the i-th tag

is calculated follows:

Bi = FHi − FLi

(2.1)(2.3)
=

1

Ri(CL + Cpi) ln(2)
− 1

Ri(CH + Cpi) ln(2)

=
CH − CL

ln(2)Ri(CL + Cpi)(CH + Cpi)
, (2.10)

where Ri = R1i + 2R2i and CL and CH are the sensing capacitance values for

0 %RH and 100 %RH, respectively. The values of Ri and Cpi are calculated

using (2.1) and (2.10), as follows:

Cpi =
BiCL + FLi(CH − CL)

Bi

, (2.11)

Ri =
Bi

ln(2)FiL(CH − CL)(FLi +Bi)
. (2.12)

It is obvious that the FDMA scheme is implemented, simply with the utiliza-

tion of specific capacitor and resistor values, based on the calculations above.



2.4. Power Supply 24

C
arr

ie
r 
at

 8
6
8
M

H
z

C
arr

ie
r 
at

 8
6
8
M

H
z

Sen
so

r 
1

Sen
so

r 
2

Sen
so

r 
3

15kHz

~5kHz

20%RH

40%RH

Figure 2.7: Scheme for networking multiple tags. Each tag operates in dif-
ferent frequency bands, while guard bands are set up in between to avoid
collision.

2.4 Power Supply

The power supply is a crucial component of the tags, since the battery life

depends on it. The purpose of the power supply circuitry is to provide a

stable voltage to the tag, and to enable the connection of energy harvesting

devices. For this purpose, a voltage reference integrated circuit (IC) and two

Shottky diodes have been utilized. The diode cathodes are short-circuited

(common cathode setup) and connected to the input of the voltage reference

IC which is utilized to accommodate battery voltage drops. At each of the

diode anodes, a different power source is connected; a 3 V lithium-ion battery

(type CR2032) and a small solar panel with an open-circuit voltage of 3.5 V.

This simple setup implements a logic ’OR’ and allows current to flow from

the source with the largest voltage potential to the tag circuitry. As a result

the tag is power-supplied by the battery during the night (when the voltage

of the solar panel is low) and by the solar panel during the day. Thus, the

tag battery lifetime is practically doubled.
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The minimum operating voltage of the tag, after measurement is 2.26 V.

Moreover, the total power dissipation of the tag depends on multiple factors

and is calculated below:

Ptot = Pch + Pq + PR1 + Pd. (2.13)

Each of the variables above denote a factor that consumes power. Partic-

ularly, Pch is the average power required for charging the timer capacitors,

Pq is the quiescent power dissipated by the timer and the voltage reference

IC, PR1 is the power dissipated on resistor R1 and Pd is the power dissipated

on the diodes. The components that were utilized in the tag design con-

sume a quiescent power Pq = 220 µW. Moreover, the power Pd dissipated at

the diodes is calculated as the forward voltage value multiplied by the total

current draw of the tag:

Pd =
Vf
Vcc

(Pch + Pq + PR1). (2.14)

As stated above, due to the astable operation of the timer, the total capac-

itance C = Cp + CRH is charged from Vcc/3 to 2Vcc/3 in (R1 + R2)C ln(2)

seconds. Therefore, since a first-order RC circuit is formed by R1, R2 and

C, the voltage Vc(t) which is developed across C and the current I(t), drawn

by the power supply, are given by:

Vc(t) = Vcc(1− e
−t

(R1+R2)C ) + Vc(0) e
−t

(R1+R2)C , (2.15)

I(t) =
Vcc − Vc(t)
R1 +R2

, (2.16)

where Vc(0) = Vcc/3 is the initial condition of the capacitor voltage. Thus,

using (2.15) and (2.16), the average power Pch drawn by the power source,
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Vcc, during a period of 1/F , is calculated as follows:

Pch= F

∫ (R1+R2)C ln(2)

0

Vcc I(t) dt (2.17)

=
V 2
cc

3(R1 + 2R2) ln(2)
. (2.18)

Current flows through R1, while timer output is “low”, discharge pin is

grounded (and the RF transistor is “on”) and thus, the average power drawn

by R1 is given by:

PR1 =
(1−D)V 2

cc

R1

(2.19)

(2.2)
=

V 2
cc

R2
1/R2 + 2R1

. (2.20)

During power measurements, it was clear that the power dissipated at R1

during discharge is the largest power consuming factor. For example consid-

ering a tag with R1 = 5.3 kΩ, R2 = 10.6 kΩ and C = 730 pF operating at

Fsw = 74.5 kHz consumes Pch = 92 µW, Pd = 77 µW and PR1 = 385 µW, re-

sulting in Ptot = 775 µW. It is obvious that PR1 amounts for approximately

half of the power consumed at the tag. A solution would be to increase

R1 in order to decrease PR1 as shown by (2.20). However, an increase in

R1 would lead in degradation of the communication performance since the

implemented receiver depends on the power of the fundamental subcarrier

frequency of the scatter radio signal. The latter is given by [36]:

P (a1) =

[
A
√

2

π
sin(πD)

]2

, (2.21)

where D is the duty cycle and A is the peak-to-peak amplitude of the pulse

signal. For D = 50 %, the value of P (a1) is maximized; when the duty

cycle is higher (or lower) than 50 %, the power of the fundamental frequency

is decreased. For example, considering the case of two tags with the same

subcarrier frequency of 50 kHz, where one tag hasD = 60 % and the other has

D = 75 %, then the total power consumption and power of their fundamental
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Table 2.1: Example of two tags with different duty cycle D.

R1(kΩ) R2(kΩ) D(%) Ptot( µW) P (a1)

3.95 8.6 60 989 (1.81A2)/π2

10.35 5.4 75 545 A2/π2

frequencies are calculated using (2.1), (2.2) and (2.21). The corresponding

results are presented in Table 2.1. It is observed that the sensor/tag with

D = 60 % consumes approximately 2 times more power than the one with

D = 75 %, but the latter lacks of power in its fundamental frequency by a

factor of 1.81, which in turn will result in less accurate reception, as explained

in Section 3.

2.5 Calibration

The theoretical relationship of the tag’s frequency output value with the

%RH value can be calculated using (2.1). However, deviations from non-

ideal values of the tag’s components (e.g., tolerance of capacitors, resistors,

timer etc) result in deviations from (2.1). Moreover, the real-world appli-

cation of the proposed network targets an outdoor field/greenhouse. Such

environments exhibit great temperature variations, that significantly affect

the operation of the electronic circuits within the tag. As an example, the

7555 timer exhibits a temperature drift of 150 ppm/oC and, thus, for a tag

with nominal subcarrier frequency 50 kHz, a total change of 15o C results to

a frequency shift of 112.5 Hz. Hence, for a tag that occupies a bandwidth of

2 kHz, this frequency shift amounts to 5.625 % of the tag’s bandwidth and

a %RH error of the same order (in percentage).

In order to compensate with both effects and avoid large measurement

errors, a calibration process is utilized for each tag [37]. Calibration is one

of the most important procedures that affect the accuracy of sensors. It is

the process of calculating the transfer function that converts the output of

the sensor (in this case subcarrier frequency) to a value of interest (in this

case %RH) . The transfer function may utilize more than one variable if the
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Figure 2.8: Temperature is included as a calibration parameter and thus the
characteristic function is the surface RH(F,Temp).

sensor output depends on more than one input stimulus (in this case, both

ambient temperature and %RH).

One of the most popular methods for calculating such transfer function

is polynomial fitting. The purpose of this method is to find such polynomial

function that its outputs exhibit minimal deviation from the recorded outputs

for the corresponding stimuli [37,38]. The output of the device under calibra-

tion is monitored for multiple stimuli conditions and least squares approxi-

mation is applied in order to find the terms of the polynomial. When a single

stimuli is monitored (e.g., %RH), the transfer function is two-dimensional and

when two stimuli are monitored (e.g., %RH and temperature), the transfer

function is three-dimensional (surface).

The tags of this work were calibrated using polynomial surface fitting

and utilizing both %RH and temperature as input stimuli [33]. Particularly,
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groups of five sensors were placed outdoors with their capacitive elements in

adjacent positions. The Tinytag TGP-4500 from Gemini, which is a high-

precision industrial %RH/temperature data-logger, was also placed in close

proximity with the tags, for reference. The system was deployed to oper-

ate for 3 days and each sensor’s subcarrier frequency was monitored at the

reader, as analyzed in Section 3, while temperature and humidity from the

reference sensor were logged every minute. A total of 4200 samples were

collected and time-synchronized, using the timestamps from both the data-

logger and the reader. Subsequently, polynomial surface fitting was applied

in order to produce the three-dimensional transfer function, which is shown

in Fig. 2.8. The calibration process should be applied for each sensor before

the incorporation in the network. That is due to the tolerance of the capaci-

tance/resistance as well as the timer, that affects the switching frequency of

the tag.

In order to characterize the measurement accuracy, the collected temper-

ature and subcarrier frequency data were utilized as inputs for the transfer

function. The output of the transfer function was then compared to the
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reference results from the data logger. The resulting relative humidity mea-

surement error histogram and measured values are depicted in Figs. 2.9 and

2.10, respectively, operating a reference sensor and the calibrated tag in the

10-50 oC temperature range. The root mean squared error (RMSE) and

the mean absolute error of the particular calibrated tag were 2.5 %RH and

1.9 %RH, respectively. Also, for 95 % of the samples, where humidity varied

from 20 %RH to 100 %RH, the absolute error was less than 5 %RH. For

the case of tag calibration under constant temperature of 25 oC, the corre-

sponding accuracy was higher, exhibiting an RMSE of 0.86 %RH and a mean

absolute error of 0.63 %RH. Similarly, for 95 % of the samples at 25 oC, the

absolute error was less than 1.8 %RH [33].
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Chapter 3

Scatter Radio Network Reader

3.1 CFO Compensation and Subcarrier

Estimation
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Figure 3.1: Sensor’s subcarrier frequency value is estimated using peri-
odogram detection. After a set of data is collected, the aforementioned
filtering is applied.

One of the most important components of the scatter radio WSN devel-

oped was the receiver [33]. The receiver is responsible for the estimation of

the frequency of the incoming scattered subcarrier signals, the de-noising as

well as the extraction of the %RH data by utilizing the corresponding trans-

fer function of each tag. In order to facilitate the development process while
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keeping the cost low, the Ettus USRP N200 software-defined homodyne ra-

dio platform was utilized and connected to a simple laptop that acted as

the host. The USRP down-converts the signals to the baseband using a

homodyne architecture and transfers the in-phase (I) and quadrature (Q)

digitized signal samples to the host via gigabit Ethernet. Subsequently, the

samples are saved to a queue and processed in software that is implemented

in MATLAB. A diagram of the receiver that was implemented is illustrated

in Fig. 3.1 and a detailed analysis of its functionality is provided below.

The first process that is executed on the receiver is the so called car-

rier frequency offset (CFO) estimation-compensation. The purpose of this

process is to minimize the effect of the difference in frequency between the

carrier emitter, and the USRP that down-converts the signals from UHF at

868 MHz to baseband. This effect results in a deviation between the real and

the estimated values of the subcarrier signals by an amount on the order of

1-2 kHz and is mainly dependent on the temperature of the USRP (there-

fore it changes over time and needs to be constantly monitored). The CFO

estimation is implemented by calculating the difference between the nomi-

nal carrier value and the estimated one. The periodogram of the received

signals is calculated; the nominal carrier value is located at frequency 0,

while, the real carrier frequency value is estimated by locating the frequency

component with the highest amplitude. Subsequently, CFO compensation

is implemented by frequency-shifting the received samples according to the

calculation of the difference between the real and nominal carrier frequency

values.

For the estimation of each subcarrier frequency, the periodogram of the

(frequency-shifted) samples is calculated once more. Followingly, for each

tag, a filter is applied such that the frequency components that reside outside

the corresponding tag’s fundamental frequency band (which is a-priori known

to the receiver), are set to zero. Finally, the subcarrier frequency value is

estimated by locating the frequency with the maximum power, among the

remaining frequency components. In other words, the fundamental subcarrier
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frequency of the i-th tag is calculated based on the equation below:

F̂i = arg max
F∈[FLi,FHi]

|X(F )|2, (3.1)

where X(F ) is the Fourier transform of the received signal and FLi, FHi mark

the a-priori known lowest and highest possible frequency output of the i-th

tag.

3.2 Filtering

The error that is introduced from the thermal noise at the receiver, degrades

the communication performance. For this reason, a two-phase filtering pro-

cess that compensates the errors was implemented. The filtering process

takes advantage of the fact that relative humidity changes with a slow rate,

and therefore samples within a short period of time exhibit small deviation

from one another.

Initially all the F̂is are estimated (as denoted in (3.1)) over a period of 10

minutes and stored in an accumulator in the form of the vector
~̂
Fi. Subse-

quently, the first phase of the filtering process takes place; a histogram over

the
~̂
Fi with 200 bins is calculated that corresponds to a frequency resolution

of 10 Hz for a sensor’s bandwidth of 2 kHz. Over the 10-minute period that

the samples are collected, %RH and as a result, the subcarrier frequency of

each tag, does not exhibit a large variation. Hence, the most frequent values

in the histogram, denote the true value of the subcarrier frequency, while the

noisy outliers are less frequent. An example of such histogram is depicted in

Fig. 3.2 in which, one can observe that the most frequent Fis are located in

a distinct frequency region.

Subsequently, this region is located by utilizing a sliding window of length

NB bins across the histogram and calculating the in-window sample cardi-

nality. The most frequent Fis, as estimated by the sliding window are kept

intact and their mean value µ is calculated. The rest of the Fi values that

do not belong to the region that was found previously, are set to Fi = µ.

Histogram filtering techniques are mostly utilized in image processing for de-
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Figure 3.2: Histogram filtering: A set of measurements is collected and their
histogram is calculated. Only measurements within a certain range and with
the highest occurrence are kept.

noising and smoothing and an example is demonstrated in [39]. The effect of

the histogram filtering is depicted in Fig. 3.3; noise reduction is prominent.

However, it is obvious from Fig. 3.3 that data smoothing is required.

This is were the second phase of the filtering process takes place, with the

utilization of a Savitzky-Golay filter [40]. Savitzky-Golay filtering is largely

adopted in data smoothing applications, as in [41] and has its roots back in

1964 [42]. Data smoothing of the measurement data set is implemented via

the utilization of local least-squares polynomial approximation. Work in [40]

provides an extensive report on the low-pass characteristics of such filter,

and discusses the effect on the cutoff frequency and the response of the filter

versus specifications, such as the polynomial rank and the cardinality of the

subset that is subject to interpolation. Through experimentation with real

data, it was found an appropriate polynomial order and subset size are 3 and

201, respectively.
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Figure 3.3: Filtering process of received measurements. Histogram filtering
followed by Savitzky-Golay filtering is applied.

An example of the filtering process is illustrated in Fig. 3.3. In is noted

that with the utilization of the above process, the measurement error is

significantly reduced. Specifically, in some cases, the resulting mean error is

reduced even by one order of magnitude as noted in the next section where

extensive experimental results are offered.

3.3 Point to Point Setup and

Experimentation

For the communication performance characterization of the proposed WSN in

terms of measured error and maximum communication range, extensive real-

world experiments were conducted. Particularly, a complete point to point

link, set up in bistatic topology was utilized. The setup was composed of a

receiver-reader implemented on the USRP N200 platform, a carrier emitter

of the CW and a tag with center subcarrier frequency at 75 kHz and a

bandwidth of 2 kHz. The carrier emitter is a Silabs Si1004 development kit

that was programmed to produce a CW at 868 MHz with a transmission

power of 20 mW. It is important to note that the maximum permissible

limit which is imposed by European directives is 3.2 W (EIRP). All the
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Figure 3.4: Bistatic setup in outdoor deployment for characterizing the com-
munication range of a point to point link. Each device is set up in poles of
1.5 m height.

aforementioned devices were properly installed on poles of 1.7 m height and

the system is depicted in Fig. 3.4.

The purpose of the testbed was to investigate only the communication

performance. Therefore, it was desired to exclude the calibration error which

is thoroughly analyzed in Section 2.5. Hence, instead of comparing the es-

timated with the reference %RH values (as in Section 2.5), the estimated

subcarrier frequency at the reader was compared to the output frequency

on the corresponding tag. The output frequency of the tag was monitored

using a frequency data-logger and timestamps were utilized to synchronize

the samples.

Numerous experiments where conducted, and the effect of the emitter-

to-tag distance (det), the tag-to-reader distance (dtr), the receiving window

duration per measurement (Tw) and the two-phase filtering was examined.

The root mean squared error (RMSE) and mean relative error (MRE) were

the metrics that were utilized for evaluation of the accuracy performance of

the proposed WSN. The MRE is defined as the quotient of the mean absolute

error in Hz with the tag’s bandwidth, multiplied by 100, which provides an

estimation of the corresponding %RH error. All results are depicted in Table

3.1, where each row corresponds to a different experiment.
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Table 3.1: Communication Distances and Accuracy

# det(m) dtr(m) Tw (ms)
RMSE(Hz)

pre-filt.

RMSE(Hz)

post-filt.

MRE(%)

pre-filt.

MRE(%)

post-filt.

1 2 134 1000 7.38 3.12 0.14 0.12

2 2 134 100 4.14 3.94 0.11 0.15

3 2 134 10 12.34 8.52 0.51 0.28

4 8 128 1000 8.73 7.07 0.16 0.22

5 8 128 100 3.20 11.63 0.10 0.34

6 8 128 10 440.34 26.78 12.04 1.05

7 16 120 1000 9.42 4.78 0.16 0.19

8 16 120 100 27.05 4.05 0.19 0.17

9 16 120 50 202.62 30.19 2.52 1.33

10 16 120 25 414.28 35.69 9.85 1.54

11 24 112 1000 73.50 7.53 0.53 0.31

12 24 112 100 337.45 48.38 6.72 2.02

13 24 112 50 499.77 78.43 14.72 3.54

14 32 104 1000 530.37 126.65 12.36 5.02

15 32 104 100 661.34 251.82 22.01 12.45

16 52 84 1000 44.68 5.00 0.22 0.20

17 52 84 100 68.94 5.54 0.34 0.22

18 86 50 1000 59.25 8.07 8.13 3.14

19 86 50 100 80.79 6.86 0.55 0.30

20 96 40 1000 3.21 4.16 0.1 0.19

21 96 40 100 4.55 3.67 0.08 0.15

22 96 40 25 421.60 49.85 7.37 2.25

It is obvious that there is a significant improvement with the utilization of

the filtering process. Particularly, the highlighted experiments 6, 10, 13, 18,

demonstrated an important MRE reduction which in most cases approaches

one order of magnitude. One of the distinguished cases is the experiment

13, where the MRE of 14.72 % was reduced to 3.54 %. This experiment

indicated that in the particular topology, without the utilized filtering, the

sensor would be unusable even for the target environmental monitoring appli-

cation. Therefore, it is evident that with the proposed filtering process, the

signal-to-noise ratio (SNR) is effectively improved, which allows for longer

communication distances.

However, the filter that was implemented is not optimal in all SNR cases.

Particularly, in the high-SNR experiments 5 and 20, the utilization of filtering

apparently increased MRE. This is due to the fact that in the particular ex-
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periments, most frequency estimations were correct due to the high SNR and

therefore, a small amount of them was treated as erroneous. Nevertheless,

error increase is on the order of 0.1 % which is too small to be important.

Finally, it is noted that the end-to-end accuracy depends on two types of

errors: the reception error, which is relative to the noise and sensitivity of the

receiver, and the sensing error, which is due to the capacitive %RH sensor

and the capacitance-to-frequency converter. The sensing error is extensively

presented in Section 2.5 and illustrated through Figs. 2.9 and 2.10, while

the reception error is described through Table 3.1. The end-to-end accuracy

can be calculated by exploiting the independence of the two errors with the

following equation [33]:

RMSE =

√
RMSE2

s + RMSE2
r , (3.2)

where RMSEs, RMSEr is the RMS value of the sensing and the reception error

in %RH units, respectively. In order to convert the RMSE value as presented

in Table 3.1 from Hz to %RH units, the corresponding RMSE value must be

divided by the tag’s bandwidth (in all cases 2 kHz) and be multiplied by 100.

For example, in the case 13 of Table 3.1 the resulting RMSE is 78.43 Hz. That

corresponds to an RMSEr = 100 · 78.43/2000 = 3.92 %RH error. Moreover

the sensing error due to the conversion of capacitance to frequency exhibits

an RMSEs = 2.5 %RH (as shown in Section 2.5). Therefore, by utilizing

(3.2), the end-to-end RMSE for that particular case equals to 4.65 %RH.

3.4 Comparison with Classic WSNs

It is obvious that the node cost of the proposed WSN, compared to classic

WSNs is significantly lower due to the fact that the RF front-end is composed

of a single transistor-switch. This section provides a power consumption

comparison between a classic WSN node for the transmission of a single

data packet and the tag of this work.

The method for decreasing the energy consumption per measurement in

classic radio WSN nodes is the so called duty cycling and it regards periodical
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transmission and falling into idle mode of the node. With the exploitation

of duty cycling the battery lifetime is highly extended. Regarding this work,

duty cycling would further decrease the required energy requirements per

measurements, since the tags of this work already consume low power.

The experiments of the previous section provided an indication about

the time that the sensors should remain ’active’ and scatter the %RH mea-

surement with an acceptable error. However, a communication tradeoff is

prominent since a decrease in the duration of the receiving time window Tw

results in decreased number of received signal samples at the receiver. In

turn, this results in degraded SNR and communication performance. Ta-

ble 3.1 demonstrates the fact that Tw can be reduced down to 10 ms for

relatively small det distances as in experiment 3. On the other hand, for

longer communication distances, as in experiments 8, 12, 17, 19, 21, the

minimum required Tw for reliable communication is 100 ms. Additionally,

for all cases, each setup with a Tw of 1 sec exhibits better communication

performance compared to narrower sampling windows.

A classic WSN node typically consists of an active, low-power ZigBee-

type radio and a microcontroller unit. The energy consumption of such a

node is calculated by:

Ewsn =
Nb

Ftx

Ptx, (3.3)

where Nb is the number of bits per measurement transmission, Ftx is the

data rate (in bits per second) and Ptx is the power consumption (in Watts).

On the other hand, the energy per measurement for the developed analog

humidity sensor with scatter-radio is given by:

Ebs = Tbs Pbs, (3.4)

where Tbs denotes the receiving window duration (in sec) needed for reliable

scattering of humidity measurement and Pbs is the power consumption of

the sensor (in Watts). The two approaches (i.e. the active radio module and

the scatter radio tag) were compared for energy consumption (in Joules per
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Table 3.2: Comparison of energy consumption per measurement in the pro-
posed and classic WSN radio modules.

Comm.

Module

Bit-rate

(kbps)

Power

(mW)

Time “on”

(ms)

Energy

(mJ/measurement)

TI CC2500 2.4 42.4 26.7 1.132

TI CC2500 10 42.4 6.4 0.271

TI CC2500 100 42.4 0.64 0.03

TI CC2500 250 42.4 0.256 0.01

This Work – 0.72 1000 0.72

This Work – 0.72 100 0.072

This Work – 0.72 50 0.036

This Work – 0.72 10 0.007

measurement) and the results are provided in Table 3.2. A typical scenario

was exploited for the active WSN node which is the transmission at 0 dBm

of a 64 bits packet, with the utilization of the popular Texas Instruments

CC2500 radio module [43]. As one can observe, the tag outperforms the

CC2500 for data rates smaller than 100 kbps. Additionally, for all bit-rate

cases the tag consumes smaller energy than the active radio module when a

receiving window of 10 ms is utilized.

It is obvious that accuracy is compromised with the use of a smaller

Tw. Nevertheless, for the target applications of the proposed WSN (e.g.,

%RH monitoring inside a greenhouse), accuracy can be relatively low, and

an MRE of 5 %RH is tolerable. As a result, regardless of the decrease in

accuracy of measurement, smaller sampling windows could be utilized in

specific applications. For example, the sampling window of 10 ms exhibits

an MRE of 1.05 %RH; accuracy which is totally tolerable for the target

applications.

The results that were discussed in this section, show that the proposed

WSN is able to communicate reliably with ranges on the order of 100 m.

Most importantly, low cost and low power consumption specifications were

met in order to facilitate the development of large scale networks.
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Chapter 4

Testbeds

4.1 Relative Humidity Monitoring Inside a

Tomato Greenhouse

W
i 
n
d
o
w

W
i 
n
d
o
w

12.8

12

2.1~1
Door

4

4
R

2 1

C

10

7

12

11

6

C

(0,0)

(1.8,2.1)

(1.8,8.0)

(3.2,2.1)

(3.2,8.0)

(4.2,6.0)

(4.8,2.1)

(5.9,8.0)

(6.9,4.0)

8

(8.0,6.0)

(8.0,10.0)

(10.0,8.0)

3

(11.0,8.0)

5

(8.0,2.1)

(6.0,0.0)

PC

38.043.4

48.8

66.6

59.4

72.1

67.7

63.6

56.5

44.9

52.2Plant Sensor

Carrier Emitter Carrier Emitter

USRP Reader

ID

(x,y)

Center Freq

x,y in m
Freq in kHz

Legend

Figure 4.1: Experimental network topology. 10 %RH sensors, 1 plant voltage
sensor and 2 carrier emitters with transmit power at 20 mW were deployed.

Monitoring environmental humidity is a highly desired procedure in green-

house facilities because %RH is a variable that affects crops significantly.

For example, high %RH values promote the development of diseases such as

Botrytis cinerea [23]. Apart from that, conditions with saturated environ-
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Figure 4.2: Photo of the deployment inside the greenhouse.

mental humidity affects the plants’ evaporation mechanisms thus decreasing

their ability to absorb important nutrients [24]. The WSN that was de-

veloped is a highly suitable candidate for %RH monitoring inside a green-

house. Therefore, for the evaluation of this work’s performance in a real-

world scenario, a WSN was set up and deployed in a greenhouse for tomato

cultivation at the Mediterranean Agronomic Institute of Chania (MAICh,

www.maich.gr) [33].

Particularly, the network was composed of 10 tags identical to the ones

described in Chapter 2 among with two carrier emitters . The carrier emitters

were utilized so as to increase the coverage of the network. Moreover, in

order to avoid collisions, the CW was emitted from each device alternatively

at 20 mW power. Fig. 4.1 depicts the topology of the network, where the

locations of all devices that where installed (tags, emitters receiver, PC) are

highlighted. Moreover, in order to achieve insulation from humidity and dust

and place the antennas in high positions, each tag was installed in IP65-rated

enclosures and hanged from the ceiling. Fig. 4.2 illustrates the setup after

installation of all components.

In order to implement the multiple access scheme that was described in

Section 2.3, each tag was employed with resistors and capacitors, with values

that were calculated according to (2.11) and (2.12). One can observe from

Fig. 4.3 that collision is obviously avoided and that each tag operates at a

distinct frequency band. Moreover the receiver that was described Section 3.1

www.maich.gr
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Figure 4.3: Periodogram from multiple sensors in the greenhouse. Each tag
operates in a distinct frequency band.

was employed, utilizing the Ettus USRP N200 SDR.

For the processing of the received scatter radio signals, a modest capabili-

ties laptop was utilized, that also acted as host for the USRP. The laptop and

the USRP were placed in insulating enclosures and were powered through an

uninterruptible power supply (UPS) unit. Finally, remote control software

was installed in order to facilitate experimentation, while the collected data

where uploaded to a remote database in order to be viewed and downloaded

from the corresponding web interface.

A sample data collection from approximately 48 hours of monitoring is

illustrated in Fig. 4.4. It is evident that all sensor exhibit similar behavior

with slight variations. This is due to the fact that the microclimatic en-

vironmental conditions surrounding each tag are not common. One of the

distinguishable examples is that the sensors that are placed in close prox-

imity to the windows measure on average lower %RH values. This effect is

highly observable during the night, where humidity tends to saturate at a

particular value.
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Figure 4.4: Data collected from multiple tags inside the tomato greenhouse
for a total of 48 hours. Differences in %RH are due to the variability of mi-
croclimatic conditions across the greenhouse (e.g., tags closer to the window
exhibit smaller %RH values).

4.2 Over The Air Programmed Testbed for

Digital Tags

4.2.1 Overview

In parallel with the work that was described throughout this thesis text so far,

another project was developed and the results published in [44]. The project

regards the development of a testbed for scatter radio network research, with

the utilization of the digital tags that were designed in [45]. This section

describes the design and development of this testbed.

Particularly, testbeds for classic WSNs have been extensively researched

and one of the typical examples was demonstrated in [46]. The typical archi-

tecture of such testbeds consists of interface boards that monitor the devices

under test (in this case WSN nodes) and a gateway that collects the data from

the interface boards via a high level network interface (e.g., Ethernet, 802.11)
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On the other hand, similar tools for scatter radio network research are

limited. One of the few examples was demonstrated in [47], where a testbed

was developed for measuring the performance of RFID antennas. However,

this setup is limited only in the characterization of antenna microwave pa-

rameters. This chapter describes the hardware and software components for

the development of a testbed for scatter radio WSN research.

The complete testbed setup is depicted in Fig. 4.5-right and its architec-

ture is illustrated in Fig. 4.6. The devices under test (DUT) consist of the

Silabs C8051F320 MCU (instead of a 555 timer) that controls the switch-

ing frequency of the transistor.The MCU also controls a TI CC2500 radio

which is utilized for the high level control link at 2.4 GHz. The hybrid node

that was fabricated is depicted in Fig. 4.5-left. The node operates both as a

semi passive scatter radio tag and as a monitoring device that incorporates

control and debugging functionality. Additionally, the tag software and the

monitoring software are implemented in software in order to be completely

independent to one another. Moreover, the emitters of the CW, which are

implemented on Si1004 DKs, are remotely controlled and, finally, the reader

is implemented on the Ettus USRP software defined radio (SDR) platform.

The host PC that controls the USRP also hosts the testbed gateway

which is implemented with C8051F320 development kit and a TI CC2500

radio module. The latter is responsible for transmitting executable code

and control packets to the carrier emitters and the tag/nodes over a reliable

2.4 GHz link. Moreover, the gateway exchanges debugging messages and
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feedback from the DUTs.

Various scatter radio communication topics were researched with the uti-

lization of the testbed, such as detection schemes, resource allocation tech-

niques, networking algorithms, as well as RF hardware (e.g switching tran-

sistors) and antennas.

4.2.2 Benefits

Through the utilization of the scatter radio testbed the engineer is benefited

from mobility–portability, over the air programmability (OTAP), debugging

and network monitoring, high level of software and hardware flexibility, with

low cost and reduced experimentation time.

Portable operation of a network testbed is a critical feature, especially

for outdoor experimentation. In order to evaluate environmental sensing

capabilities of the network, the testbed was deployed outdoors in a topology

that is depicted in Fig. 4.7. Particularly, six tag-nodes were placed around

the emitter of the CW up to a distance of 17 m away from the reader.

One can also observe the USRP connected to a host PC, among with a

portable spectrum analyzer that is utilized for debugging purposes. The

USRP requires power supply but can be modified in order to be completely
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Figure 4.7: Remotely programmable testbed and hybrid node, outdoor de-
ployment.

portable using the work done in [48].

Moreover, over the air programming (OTAP) is an important feature

that was implemented for the purposes of this work. With the utilization of

OTAP, the tag-nodes can be wirelessly programmed, thus accelerating the

overall software development process. For example, the network of Fig. 4.7

requires a total programming time of approximately 12 minutes, whereas with

OTAP this time is reduced to 12 seconds, which is two orders of magnitude

less.

The components that were used for the fabrication of the testbed ex-

clusively consist of low-cost, commodity and in-house fabricated hardware

and are easily interchangeable. This includes the scatter radio hardware like

the RF switch, the antenna and various sensors which can easily be installed

through general purpose input (GPIO) pins. Software configuration is imple-

mented in C programming language. Using C, one can control the frequency

and power of the CW that the corresponding emitters produce and, also,

program applications to the tag-nodes. Finally, the total cost of the testbed

is approximately 1320 e with the PC and the USRP costing 1140 e.

4.2.3 Hardware and Software

The hybrid node was developed with the classic WSN testbed architecture

in mind. Particularly, the node acts both the monitor and the DUT. This is

implemented with the connection of a module that accommodates a scatter
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radio front-end like the one described in Section 2.2, to the expansion board

of the WSN node that was developed in [49]. The 2.4 GHz link is utilized

as the control and programming link, while scatter radio communication is

implemented at 868 MHz through the scatter radio module. Fig. 4.5-left

depicts the implemented node and Fig. 4.6 (right) depicts node architecture.

Additionally each of the carrier emitters is connected to a WSN node and

is controlled via the 2.4GHz thus allowing for full control of the network.

Finally, as it was described in previous sections, the USRP SDR, provides

the necessary flexibility for in-depth communication experimentation ranging

from physical to application layer.

Regarding the software, one of the most important components of the

testbed, is the software that implements OTAP. One can observe the OTAP

software architecture in Fig. 4.8 , where the bootloader, the gateway firmware

and the application software components are depicted. The procedure of pro-

gramming the network follows. Initially, the user writes in C and compiles

the application that will be downloaded to the tag-nodes. The executable

program is transferred to the gateway from the host PC via RS232 inter-

face. The gateway firmware is responsible for compressing the executable

and transferring it reliably to the tag-nodes via the 2.4 GHz link. Subse-

quently, the bootloader firmware that is installed on each node, is responsible

for receiving the executable image file, validate it and initiate the applica-

tion execution. With the utilization of this procedure, each node can be

programmed in approximately 2 seconds which is 2 orders of magnitude less

than the classic programming approach. Moreover, physical contact through

hardware programmers that could damage the tag-nodes in the long term is

avoided.
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wavelength antenna with fixed tag-reader distance. The switching (i.e sub-
carrier) frequencies are clearly visible. The quarter-wavelength antenna scat-
tered signal has fairly smaller amplitude than the one scattered from the
half-wavelength antenna.

It is important to note that important functionalities where carefully

implemented on each component. This includes, the compressing of the

image file from the gateway, the reliable data transmission (RDT) protocol,

the checksum image file validation from the bootloader, along with every

functionality that was implemented in order to avoid undesired errors through

the programming process (e.g., watchdog timing on bootloader). All the

details of the implementation are included in [50].

4.2.4 Applications

A short description follows, of the implemented scenarios and applications

that were examined with the utilization of the testbed.

RF/Microwave Research for Scatter Radio: One of the necessary pro-

cedures for scatter radio research is the experimentation with various designs

and components especially on the RF front-end part. With the utilization of

the testbed, it is straightforward to install commodity or prototype antennas

as well as different RF switches, without re-designing the whole tag-node.

This allows rapid testing of scatter radio link budgets and RF front-end per-

formance. For example, Fig. 4.9 illustrates the variation in the received power

spectrum for a quarter-wavelength and a half-wavelength antenna (tag-node

in fixed location).
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Figure 4.10: Measured SNR values per scatter radio tag in lab deployment.

Physical Layer Communication: Additionally, it is feasible to exam-

ine the performance of various receiver designs, as well as communication

schemes, along with various tradeoffs. Particularly, on-off-keying (OOK)

and frequency-shift-keying (FSK) modulations, along with the correspond-

ing receivers were implemented and their performance was evaluated in an

indoor deployment shown in Fig. 4.10. Experimentation was facilitated due

to the fact that the effect of channel fading was avoided with the utilization

of OTAP. Noise and received carrier power (emitted at +13 dBm) were esti-

mated at the reader, followed by a per-tag SNR estimation of the subcarrier

signals.

Additionally, scatter radio communication comes with various idiosyn-

crasies such as the CFO (discussed in Section 3.1) and the RF clutter.

The latter is introduced due to emitter’s inherent phase jitter and the non-

linearities of its power amplifiers, and results in increased noise floor around

the frequency of the CW. The effect of RF clutter is demonstrated in Fig. 4.11,

where a CW and two subcarriers of a tag that implements FSK modulation

are depicted. In one case (Fig. 4.11-left) the tag operates at 100 and 125 kHz

which are close to the frequency of the CW, resulting in a measured bit er-

ror rate (BER) of 35%. However, in the other case (Fig. 4.11-right) the tag

modulates using 250 and 300 kHz subcarriers which results in a BER of 3.5%

(i.e., one order of magnitude less).
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Figure 4.11: Left: tag operating inside RF clutter (BER 35%). Right tag
operating away from RF clutter (BER 3.5%)

Cross Layer Experimentation: The high level of testbed flexibility fa-

cilitates research in areas that require control over all communication layers.

Such is the study of the capture effect. Specifically, when two nodes uti-

lize the same communication channel, packet collisions may occur. However,

under certain conditions, the strongest of the two collided signals can be

successfully demodulated, while the other signal is regarded as an attenu-

ated interferer. Although there is theoretical research on the field [51], the

study of such scenarios in real systems requires synchronization and control

schemes to emulate packet collisions and signal attenuation.

Fig. 4.12-left shows two tags which are forced, through the testbed’s re-

mote control, to collide. Both tags are placed close to the reader and are

received with comparable power. In this case, information decoding is chal-

lenging due to co-channel interference. After OTAP (Fig. 4.12-right), two

distant tags are forced to collide; the tag closer to the reader is received with

a much higher SNR, and thus can be efficiently demodulated. The weakest

tag transmission can be seen as noise on top of the strong tag’s waveform,

exemplifying the capture effect. (i.e. when tag collisions occur) [52].

Network Layer–Resource Allocation: Fig. 4.13-left shows the subcar-

rier frequencies (300, 312 kHz) for a tag that has a measured decoding BER

of 3.5 %. A tag with subcarrier frequencies 100 kHz and 125 kHz is then
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Figure 4.12: Capture effect experimentation. Left: Tags collide by transmit-
ting at the same time. Right: Tags are re-programmed to examine capture
effect (strong tag is decoded successfully, even at the presence of a weak in-
terfering tag). The figure depicts real signals captured by the SDR receiver.

activated at the direct vicinity of the reader, Fig. 4.13-right. Due to the fact

that the second tag is much closer to the reader, its SNR value is signifi-

cantly higher than the first one’s and the odd harmonics of the second tag

overwhelm the subcarriers of the first. This resulted in a significantly worst

BER performance of 23 %, while the interfering tag was decoded with a

BER of 4.8 %. With utilization of frequency reallocation through the OTAP

capability, subcarrier frequencies are reassigned to the tags, thus avoiding

interference.
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Figure 4.13: Left: Tag 1 operating without interferer with BER 3.5%. Right:
Tag 1 operating with BER 35% due to interfering Tag 2 odd harmonics.
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Chapter 5

Conclusions

5.1 Conclusion

This thesis describes in detail the development of a scatter radio network

that is composed of low-power and low-cost tags. The tags consist of flexible

power supply circuitry, an %RH-to-frequency converter and a sophisticated

RF front-end. The communication ranges that were achieved exceeded 130 m

with an RMSE of less than 5 %RH, which is a highly promising result for the

utilization of the WSN in environmental monitoring applications. The long

communication range is due to the utilization of the bistatic topology, FM

modulation, battery assisted tags and a sensitive receiver that utilizes smart

filtering. For the evaluation of the proposed WSN’s performance, a network

of 10 tags was fabricated and deployed in a local tomato greenhouse. Finally,

for the general context of scatter radio research, a testbed was developed,

with OTAP-capable nodes that utilize digital scatter radio communication

schemes.

5.2 Future Work

This thesis explored the relatively fresh area of scatter radio networking by

developing all the components for a solid proof-of-concept communication

system. Future efforts should aim to extend the capabilities of the developed

system in terms of scale, power and even greater communication range.

Particularly, a network that utilizes numerous CW emitters should be

exploited in order to investigate various effects such as the coupling between

adjacent cells. Also another issue is the location that each emitter should be

installed in order to maximize the coverage of the network.

Moreover, multiple access is an important field that should be thoroughly
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researched in order to extend the scale capabilities of this technology. Should

the tags be switched on and off in specific time slots in order to exploit time

division multiple access? How should the receiver be adjusted in this case?

Most importantly, future work should be focused towards the develop-

ment of an ultra large-scale (order of 10000) WSN with the proposed archi-

tecture. This will require advancements in a lot of theoretical and technical

aspects of this work.
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Chapter 6

Appendix

V0 V1 V2 V3

V4 V5 V6 V7

Figure 6.1: The major tag prototypes that were fabricated.
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Figure 6.2: V0: Capacitance-to-frequency converter prototype.

Figure 6.3: V0: Breadboard design of the prototype capacitance-to-frequency
converter.
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Figure 6.4: Schematic of the first working tag (V1). Utilization of 3V tran-
sistor (AT32033), no sophisticated power supply and RF front-end.

Figure 6.5: Layout of the first scatter radio tag prototype (V1).
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Figure 6.6: V2 schematic. Smaller form factor design, CR2032 battery, SMD
555, ground plane with vias.

Figure 6.7: V2 layout of the tag.
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Figure 6.8: V3 schematic. Improved power supply with voltage reference,
through-hole SMA (smaller cost), BF1118 utilization, no enhanced RF front-
end

Figure 6.9: V3 layout.
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Figure 6.10: V4 layout. First effort for enhanced RF front-end with utiliza-
tion of chokes. Schematic same as V3.

30

mm

80 mm

Figure 6.11: Layout of the enhanced RF front-end that is utilized by tag V5.
Schematic same as V3.
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Figure 6.12: V6 Schematic. Utilization of diodes for OR-ing power sources,
smaller form factor, straight SMA, stand-off support.
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Figure 6.13: V6 layout. Improved for reduced stray capacitances. This is
the tag layout that was used in the tomato greenhouse demo.
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Figure 6.14: V7 schematic. Utilization of two RF front-ends for experimen-
tation with ADG919 switch. Utilization of switch to eliminate current flow
from R1 during capacitor discharge, utilization of capacitor in series with
sensor, AAA battery and larger RF front-end. Order of 10 less power con-
sumption (100 uW). Not tested in a network deployment, future work.
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Figure 6.15: V7 layout.

Table 6.1: Tag bill of materials.

# Qty. Schematic ID Description Man. ID

1 6 C1,C2,C4,C5,C6,C7 Cap., 0.1uF, 603, C0805C104K3RACTU

2 2 C3,C8 Cap., 1uF, 1206 C0805C105K8RACTU

3 1 JP VDD CR2032 Batt. Holder BS-7

4 2 JP PV,JP CSENSE 2x1 DIP Header SSA-132-S-T

5 1 D BAT54C BAT54C Diodes BAT54C-G3-08

6 1 D VREF Voltage Ref. IC REF3020AIDBZT

7 1 NE555D 555 Timer IC ICM7555IBAZ

8 2 R 5551,R 5552 Timing Res. N/A

9 2 C FCTRL1,C FCTRL2 Timing Cap. N/A

10 1 U BF1118 MOSFET RF Switch BF1118WR,115

11 2 L LPF1,L LPF2 RF Chockes BLM18GG471SN1D

12 1 JP SMA SMA RF Conn. 142-0701-806
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